
Cluster for climate-neutral 
process industries in Hesse

Supported by:

Power-to-X - From vision to 

industrial implementation 

Prof. Dr. Roland Dittmeyer, KIT

13.05.2022



KIT – The Research University of the Helmholtz Association www.kit.edu

Institute for Micro Process Engineering

Power-to-X - From vision to industrial implementation

4th International Workshop on Innovation and Production Management in the Process Industries (IPM 2022), May 12-13, 2022  

R. Dittmeyer



Institute for Micro Process Engineering (IMVT)

Content

R. Dittmeyer13.5.20222
The Guardian, 21 Sep 2019, The best climate strike signs from around the globe in pictures. 
A sign held by a protester in London depicts global heating. Photograph: Will Oliver/EPA 

Agenda

The global climate crisis

General overview of Power-to-X 

Challenges

Current status in R&D and steps 
towards implementation



Institute for Micro Process Engineering (IMVT)

Every ton of net CO2 emissions has an impact on temperature

R. Dittmeyer13.5.20223

Solid lines with dots reproduce the globally averaged near-surface air temperature response 
to cumulative CO2 emissions plus non-CO2 forcers as assessed in Figure SPM10 of WGI 
AR5, except that points marked with years relate to a particular year, unlike in WGI AR5 
Figure SPM.10, where each point relates to the mean over the previous decade. The AR5 
data was derived from 15 Earth system models and 5 Earth system models of Intermediate 
Complexity for the historic observations (black) and RCP8.5 scenario (red), and the red 
shaded plume shows the range across the models as presented in the AR5. The purple 
shaded plume and the line are indicative of the temperature response to cumulative CO2 
emissions and non-CO2 warming adopted in this report. The non-CO2 warming contribution 
is averaged from the MAGICC and FAIR models, and the purple shaded range assumes the 
AR5 WGI TCRE distribution (Supplementary Material 2.SM.1.1.2). The 2010 observation of 
surface temperature change (0.97°C based on 2006–2015 mean compared to 1850–1900, 
Chapter 1, Section 1.2.1) and cumulative carbon dioxide emissions from 1876 to the end of 
2010 of 1,930 GtCO2 (Le Quéré et al., 2018) is shown as a filled purple diamond. The value 
for 2017 based on the latest cumulative carbon emissions up to the end of 2017 of 2,220 
GtCO2 (Version 1.3 accessed 22 May 2018) and a surface temperature anomaly of 1.1°C 
based on an assumed temperature increase of 0.2°C per decade is shown as a hollow 
purple diamond. The thin blue line shows annual observations, with CO2 emissions from Le 
Quéré et al. (2018) and estimated globally averaged near-surface temperature from scaling 
the incomplete coverage and blended HadCRUT4 dataset in Chapter 1. The thin black line 
shows the CMIP5 multimodel mean estimate with CO2 emissions also from (Le Quéré et al., 
2018). The thin black line shows the GMST historic temperature trends from Chapter 1, 
which give lower temperature changes up to 2006–2015 of 0.87°C and would lead to a 
larger remaining carbon budget. The dotted black lines illustrate the remaining carbon 
budget estimates for 1.5°C given in Table 2.2. Note these remaining budgets exclude 
possible Earth system feedbacks that could reduce the budget, such as CO2 and CH4 
release from permafrost thawing and tropical wetlands (see Section 2.2.2.2).

Temperature changes from 1850–1900 versus cumulative CO2 emissions since 1st January 1876

Source: IPCC Special Report Global Warming of 1.5°C, 

8. October 2018, Chapter 2 - Mitigation Pathways Compatible 
with 1.5°C in the Context of Sustainable Development, Figure 2.3.

Original creation for the IPCC 
1.5°C special report using 
temperature observations, 
model results, and projections 
as a function of cumulative 
carbon emissions.

TCRE = transient 
climate response 
to cumulative CO2 
emissions
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Global CO2 emissions in 2021 jumped back to pre-covid levels

R. Dittmeyer13.5.20224

Source: Z. Liu et al., Monitoring global carbon emissions in 2021, Nat. Rev. Earth Environ. 2022, 3, 217-219, doi: 10.1038/ s43017-022-00285-w 

Temporal evolution of historical CO2 
emissions [5] (navy; including emissions 
from fossil fuel combustion and the 
process of cement production), near-real-
time CO2 emissions [1,3] (red), projected 
CO2 emission mitigation pathways [10] 
(dark blue and aqua), and historical fossil 
CH4 emissions [4] (light blue; 1970–2018 
data from EDGARv6.0, scaled to 2021 with 
IEA data). Solid/dashed lines and shading 
represent the median and range, 
respectively. The inset depicts daily near-
real-time CO2 data over 2019 to 2021, and 
the corresponding year-on-year changes 
in annual CO2 emissions. Current emission 
trends will use up the allowed future 
emissions for limiting anthropogenic 
warming to 1.5 °C (the remaining carbon 
budgets) within 10 years. 

www.nature.com/natrevearthenviron

0123456789();: 

CO2 emissions have clear implications for this budget, 
and thus achievement of the Paris Agreement.

For example, despite dramatic reductions in 2020, 
emissions for that year still consumed 8.3 ± 0.07% of the 
remaining 1.5 °C budget, or 2.9 ± 0.02% of the remaining 
2 °C budget with 67% likelihood. In accordance with the 
rebound and enhanced emissions, budget use increased 
further in 2021. Specifically, 2021 emissions used 8.7 ± 
0.1% of the 1.5 °C budget and 3.0 ± 0.03% of the 2 °C 
budget with 67% likelihood. As of the end of 2021, 332 
GtCO2 and 1,082 GtCO2 remain for the 1.5 °C and 2 °C 
budgets with 67% likelihood, respectively.

Assuming that emissions continue at 2021 levels 
without immediate reduction strategies, these values 
permit quantification of the timescale at which the 
remaining CO2 budget might be used, and thus when 
limits to constrain warming to Paris Agreement levels 
might be exceeded (at least based on the IPCC remain-
ing CO2 budgets). To stay within only 1.5 °C warming, 
it is estimated that the remaining CO2 budget might be 
used within 9.5 ± 0.1 years (in 2031) at 67% likelihood, 
or 6.6 ± 0.1 years (in 2028) with 83% likelihood. For 2 °C 
warming, budgets could be used within 31.0 ± 0.3 years 
(in 2052) or 23.8 ± 0.2 years (in 2045) with 67% and 83% 
likelihood, respectively.

National countdown to net-zero emissions
The impacts of 2020 and 2021 on the carbon budget 
highlight an immediate necessity for more stringent 
actions towards carbon neutrality. Indeed, even ignor-
ing the rebound effects, the 6% temporary decrease in 
CO2 emissions arising from global COVID-related lock-
downs is lower than the required 8% reductions needed 
per year to limit anthropogenic warming to 1.5 °C by 
2100 with 67% likelihood.

Currently, the USA, EU and UK plan to reach net 
zero by 2050, China and Russia by 2060, and India by 
2070, leaving limited time to meet emission targets. 
Assuming that each country’s emissions continu-
ously decline by the same amount per year to achieve 
net zero by the target, the US and the EU27 and UK 
would need to reduce their emissions from the current 
2021 levels by 167 MtCO2 per year and 105 MtCO2 
per year, respectively. China would further have to 
reduce their emissions by 286 MtCO2 per year, and 
Russia by 41 MtCO2 per year to achieve targets of net 
zero by 2060 (REF.7). With plans for net zero by 2070,  
India’s reductions would need to be 51 MtCO2 per year. 
Yet, even if these minimum annual emission reduction 
targets were achieved, these nations alone would emit 
over 400 GtCO2 cumulatively from 2020 to 2045, using up  
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Fig. 1 | Global CO2 and CH4 emission trends. Temporal evolution of historical CO2 emissions5 (navy; including emissions 
from fossil fuel combustion and the process of cement production), near-real-time CO2 emissions1,3 (red), projected CO2 
emission mitigation pathways10 (dark blue and aqua), and historical fossil CH4 emissions4] (light blue; 1970–2018 data from 
EDGARv6.0, scaled to 2021 with IEA data). Solid/dashed lines and shading represent the median and range, respectively. 
The inset depicts daily near-real-time CO2 data over 2019 to 2021, and the corresponding year-on-year changes in annual 
CO2 emissions. Current emission trends will use up the allowed future emissions for limiting anthropogenic warming to 
1.5 °C (the remaining carbon budgets) within 10 years.

Global CO2 and CH4 emission trends 

https://doi.org/10.1038/%20s43017-022-00285-w
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German GHG reduction targets

R. Dittmeyer13.5.20225

Source: BMU, Berlin, 05/2021
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Climate Protection Law, German Federal Government, 12.05.2021
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#Estimated by Agora Energiewende: Erneuerbare Energien, 17.08.2021, https://bit.ly/3BRYl62

2016: 909,4 [+0.3%]
2017: 904,7 [-0.5%]
2018: 865,6 [-4.3%]
2019:  811 [-6.3%]$

2020: 739 [-8.7%]#

2021: 762 [+4.5%]*

$ IWR Online, 9.1.2020

# UBA, 15.3.2021

* BMWK und UBA, 

  15.3.2022

Coal ends in 2038 latest
Nuclear energy ends in 2022

Germany: round about 2.1 % of global emissions 
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Why converting green power into chemical energy carriers?

R. Dittmeyer13.5.20226

1. For rapid and deep defossilisation mainly of the transport and industry sectors 
as an alternative to a continued use of fossil energy carriers combined with DACCS or BECCS

2. For storage of large amounts of green energy for power generation when needed 
operational flexibility
compensation of a lack of renewable power generation at times and in places
maximisation of the energy gain from intermittent renewables
holding available a reserve

3. For transport of large amounts of green energy over long distances
import of green energy carriers
limit need for grid expansion 

4. For optimisation of the overall energy system 
economics
GHG footprint

DACCS: Direct Air Capture and Carbon Storage (CO2-Capture from the atmosphere with permanent storage)

BECCS: Bioenergy with Carbon Capture and Storage (CO2-Capture by biomass and energetic use of that biomass while capturing the produced CO2 from the effluent 
for purification and permanent storage)  
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General scheme of „Power-to-X“

R. Dittmeyer13.5.20227
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Challenges

R. Dittmeyer13.5.20228

High cost

- Operation (cost of power and eventually CO2, conversion losses)

- Capital investment (complex processes, limited number of full load hours)

Large volumes

- High power demand (renewable!)

- International dimension (complex project structures)

- High capital requirement and high financial risk (political stability)

Market introduction needs suitable regulatory boundary conditions and 
incentives for enabling successful business cases

- Pricing of fossil CO2 emissions

- Quota for admixing of PtX products, betterment in taxation, guaranteed prices 
for a given volume over a certain time, eventually increasing gradually with 
market ramp-up, etc.
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Which products and where?

R. Dittmeyer13.5.20229

Fuels
Primarily drop-in qualities of kerosene, diesel and gasoline in order to make continued use of existing infrastructures 
(distribution, storage, utilisation) and to reduce the CO2 emissions quickly by admixing increasing amounts of PtL fuels 
over time („existing fleet“); Main routes are:

- Fischer Tropsch (FT) synthesis followed by refinery processes such as hydrocracking, isomerisation, hydrogenation 
- Methanol synthesis followed by conversion into fuels via methanol to gasoline, kerosene, diesel

As a perspective, methane, methanol or dimethyl ether (eventually also oxymethylene ether), ammonia (for combustion), 
or hydrogen (for FCEV) as alternatives to diesel for heavy duty transport (requires new infrastructures and power train 
technologies)

Chemical energy carriers
Basic products which can serve as starting materials for chemical valorisation chains (hydrogen, synthesis gas, methanol, 
ethanol, hydrocarbons, higher alcohols, olefins, etc.)

Large dedicated plants in sweet spots versus agile and flexible modular PtX solutions for decentralised production  
Sweet spots: What should be imported? Renewable electrical energy, hydrogen, methanol / FT crude, finished e-fuels?
Other questions: Cost and availability of renewable electrical energy, water, and CO2, options for integration with existing 
infrastructures (industrial plants as point CO2 sources, energy grids, pipelines, harbours, refineries), economic, social and 
ecological environment, perspectives for economic development and value creation, etc.
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Synthetic fuels via low temperature Fischer-Tropsch (FT) Synthesis

R. Dittmeyer13.5.202210

nCO + 2nH2 →− CH2( )n − +nH2O ΔHR = −158 kJ /molCO

α = f (catalyst,T , p,etc.)

Overall FTS reaction:

FTS chain growth mechanism: Hydroprocessing (bifunctional catalysts):

J. Weitkamp, ChemCatChem 4, 2012, 292-306
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Thermal fluid

Feed 

Microstructured reactors - key technology for gas conversion in PtX 

R. Dittmeyer13.5.202211

Phase 1: Lab studies

see also:  Myrstad et al., Catal. Today 2009, 147, 301-304.

2g Catalyst

Slits for thermo-
couples

Cover plate with 
optional heating 
cartridges

Catalyst plate

Cooling plates

Cover 
plate with 


optional 
heating 

cartridges

Outlet

Inlet

Thermal fluid

Catalyst stop

ca. 30 cm

1) 	S. LeViness, FT Product Manager, 
Presentation "Velocys Fischer-Tropsch 
Synthesis Technology – Comparison to 
Conventional FT Technologies”, AIChE Spring 
Meeting, San Antonio, Texas/USA (30-
Apr-2013)

Productivity and Space-Time-Yield
Productivity

(C5+ per catalyst 
mass)

Productivity
(C5+ per reactor 

mass)

Space-Time-Yield 
(C5+ per reactor 

volume)

KIT (IMVT) 2.1 g/gh 16.7 bpd/t 1785 kg/m3h

velocys - 13 bpd/t 1600 kg/m3h

Oryx GTL - 
Sasol - 8 bpd/t 20.6 kg/m3h

Literatur 1.4 - 2 g/gh - -

2)	"2012 Interim Results”, Presentation to 
analysts of the Oxford Catalysts Group 2012, 
www.velocys.com


3)	 C.H. Bartholomew, B. Young, History of 
Cobalt Catalyst Design for Fischer-Tropsch 
Synthesis, NGCS, Doha 2013

1

2

3

1

1

http://www.velocys.com
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mm

Catalyst plate

Cooled via a closed 
water/steam cycle 
(20 – 40 bar) 
 
30 – 40 l/min input 
~ 5 kg/d FT output 
 

Cooling by closed water/steam-cycle 
(20-40 bar)

30-40 l/min Synthesis gas

5 kg/d FT Products

Cooled via a closed 
water/steam cycle 
(20 – 40 bar) 
 
30 – 40 l/min input 
~ 5 kg/d FT output 
 

Catalyst is applied as 
powder(50 - 200 µm) and 
is not diluted with inerts

R. Dittmeyer et al., Curr. Opin. Chem. Eng. 2017, 17, 108-125. doi:10.1016/j.coche.2017.08.001
see also: www.ineratec.com

Combustion tests 
performed at DLR 

Stuttgart

Phase 2: Validation and Scale-up

FTS Pilot plant RWGS Pilot plant

Complete 
process chain 
from CO2 to 
synthetic fuel 
(5 kg per day)

FTS - HC Pilot plant

Process development

IMVT / 

120 g Catalyst

Microstructured reactors - key technology for gas conversion in PtX 

https://dx.doi.org/10.1016/j.coche.2017.08.001
http://www.ineratec.com
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P. Pfeifer, P. Piermartini, A. Wenka, 2017, DE 10 2015 111 614 A1

Basic stacking scheme

Design principle of the evaporation-cooled microreactor 
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The MS was used to measure the F curve and a dead time without reaction (non-reactive) by
adding CO2, for details see below. The dead time is defined as the time where the signal approaches a
constant value i.e., F(t) = 1. It was measured before the reactor and after each major system component,
which includes the volume of tubing in between (see Figure 5).
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2.4. Quick Liquid and Gas Sampling (QS) 
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to be able to detect gas phase changes in reaction experiments. Gas sampling before the hot trap 
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Figure 5. Basic flow scheme of the setup from feed gas dosing to product sampling. The MS was
attached at the marked locations in non-reactive mode to investigate the dead time from gas dosage to
the respective position.

The respective volumes between each location of measurement are listed in Table 1.

Table 1. List of volumes and applied temperature levels for the main components of the test rig.

System Component Volume (L) Temperature (�C)

Reactor 0.15 220–250
HT/µHE

CT
4.8
25

170
10

Inert tracer experiments [75,76] were conducted with a total flow of 19 L min�1 hydrogen at 3 MPa;
total flow and pressure are similar to values in reactive mode (see Table 3). To keep the total flow
rate, an additional flow of 1 L min�1 of nitrogen was replaced by CO2. After detecting 5 vol.% at the
outlet, the gases were switched again. Three repetitions were carried out for each location in the test
rig. Table 2 gives an overview over the adjusted parameters for RTD and dead time measurements
in non-reactive mode. It also shows the threshold values of H2/CO (“high” and “low” ratio), which
were switched back and forth, in reaction experiments (reactive mode) to compare with results from
non-reactive measurements (see also Section 2.5).

Table 2. List of parameters for response measurements in non-reactive and reactive mode.

Mode Setup
Total Gas
Flow (L
min�1)

H2 Content
(vol.%)

N2 Content
(vol.%)

CO
Content
(vol.%)

CO2
Content
(vol.%)

Temperature
(�C)

Pressure
(MPa) H2/CO (-)

Non-reactive CO2 on/o↵ 20 95 5/0 0 0/5 225 3 -
Reactive H2/CO high 17 50 25 25 0 238 3 1.95
Reactive H2/CO low 17 35 40 25 0 237 3 1.38

2.4. Quick Liquid and Gas Sampling (QS)

Since the CT is the largest vessel in the system with a volume of about 25 L, a quick liquid sampling
(QS) was a prerequisite to avoid large back-mixing of gas as well as liquid in the vessel and to be able
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Lab setup

Studies on transient operation of the bench-scale FTS unit
RTD in non-reactive mode - F curves

0,15 L

ChemEngineering 2020, 4, 21 12 of 20
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QS site after switching from “H2/CO low” to “H2/CO high” at t = 0 min. Methane and propane are 
chosen as exemplary product molecules due to low signal noise in the MS. 
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Figure 8. F curves determined in non-reactive mode. (a) F curve for the setup from MFCs directly to
MS; (b) from MFCs to behind FT reactor; (c) from MFCs to behind the µHE; (d) from MFCs to behind
the CT.

3.4. RTD Measurements—Reactive Mode

Figure 9 shows the response measured by MS and in the analyzed liquid sample collected at the
QS site after switching from “H2/CO low” to “H2/CO high” at t = 0 min. Methane and propane are
chosen as exemplary product molecules due to low signal noise in the MS.

The gas phase showed a rather constant signal after approx. 20 min, which is in line with the
results from the non-reactive RTD measurement including the slight di↵erence in total flow rate. The
liquid phase showed stationary properties after 15–20 min, which is also in agreement with results from
Section 3.3. No additional delay is found which could originate from processes on the catalyst. Changes
on the catalyst and in the reactor obviously occur much faster, but measuring them in an appropriate
time-resolved manner is impossible with wax molecules present in the product gas. A signal delay of
20 min always thus needs to be considered when measuring changes in transient operation.

Bypass Reactor

Reactor 
Hot Trap 
Heat Exchanger

Reactor 
Hot Trap 
Heat Exchanger
Cold Trap

4,8 L 25 L

Dissertation 
Marcel Löwert, 
KIT, 2021
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Transient operation assuming a H2 generation profile determined 
by fluctuating power from PV for electrolysis

Transient operation of the bench-scale FTS unit

ChemEngineering 2020, 4, 27 5 of 18

The discretized input signal for the reaction is depicted in Figure 1b. After cutting the graph along
the minimum flow, seven di↵erent experimental conditions remained.

2.3. Experimental Base Cases

In order to apply the hydrogen profile presented in Section 2.2, the two di↵erent scenarios were
chosen to gather first insights into the process stability and product quality. Figure 2 shows the
potential pathways for either PtL or BtL approaches including an FTS unit in a simplified scheme. For
both cases, the abovementioned PV panel and electrolysis unit deliver the hydrogen needed for the
FTS. The carbon source is either CO2 or biomass.
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Figure 2. Potential PtL (black solid lines) and BtL (red dotted lines) pathways to produce syngas for
the microstructured FTS reactor. Both pathways include a PV panel and electrolyzer; a hydrogen bu↵er
storage of a certain size is optional. The PtL pathway utilizes CO2 as carbon source exclusively, which
needs to be converted into syngas in a RWGS unit. A CO2 bu↵er storage is an assumed pre-requisite
here. The BtL pathway uses syngas from biomass gasification and hydrogen from electrolysis.

For Case 1, the BtL pathway, a steady biomass gasification is assumed so that a constant flow of
CO-rich synthesis gas is gathered with a syngas ratio below 2 [43]. If the fluctuating hydrogen flow
from the electrolysis is added to the constant flow of synthesis gas, a varying H2/CO ratio in the FTS
reactor and changing residence time of the gas mixture are the consequences. Varying two system
parameters at the same time promotes unpredictable e↵ects on the performance of the synthesis.

In Case 2, the PtL process route, a CO2 storage can be depleted on demand. It is assumed that a
RWGS unit can be operated with fixed gas mixtures and changing total flows In-line with the response
time of the electrolysis. In this scenario, a fixed H2/CO ratio of 2 is fed to the FTS reactor. A dilution
of the feed gas with CO2 or formed methane of the RWGS output is not considered in the current
approach. Water is thought to be condensed before entering the FTS.

2.4. Calculation of Conversion Levels during Quick Process Changes

The actual CO conversion could not be determined in real time since both GC and MS analysis
su↵er from product back mixing with at least 17.5 min of signal delay, see part 1 of the study [38]. In
order to approximate conversion levels during quick changes, a linear regression model was developed,
based on a database of 19 sets of process parameters that were tested experimentally. Parameter ranges
are listed in Table 1. Within these ranges, conversion estimations should be accurate.

Table 1. Overview of process parameters for linear regression data in a pilot scale FTS unit

Temperature
�C

Syngas ratio
-

⌧mod

gcat h m�3

Min. value 235.5 1.49 65.17
Max. value 246 2.20 158.02
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between each step di↵ered, starting with 10 min between each step (experiment A) to 5 min between
each step (experiment B). A lower step time was unfavorable for the means of process observation since
liquid sampling took 5 min. The initial syngas ratio was held overnight before each experiment. Two
plateaus at minimum and maximum ratio were held for a prolonged time (60 min for experiment A,
30 min for experiment B) before ramping up or down again. Figure 3 shows the executed experiments.
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min (experiment B).

2.6. Experiments Based on the PV Profile

For the PV profile experiments, the BtL and the PtL case was covered experimentally. Figure 4
shows the FTS feed input data with regard to H2 and CO flow adapted from the real PV profile.
Figure 4a represents Case 1 (experiment C) and Figure 4b Case 2; Case 1 was conducted with a larger
range of the syngas ratio (1.0–2.4) compared to the step change experiments. Case 2 was first conducted
without external temperature control (experiment D) and repeated. The linear regression model
introduced in Section 2.4 was used to calculate the necessary temperature, which is required to keep
the CO conversion throughout the experiment (experiment E). The aim was to convert 70% of CO
despite the changing residence time inside the reactor. Therefore, temperature data from experiment D
was analyzed and temperature corrections applied by hand if the conversion was below 70%.
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between each step di↵ered, starting with 10 min between each step (experiment A) to 5 min between
each step (experiment B). A lower step time was unfavorable for the means of process observation since
liquid sampling took 5 min. The initial syngas ratio was held overnight before each experiment. Two
plateaus at minimum and maximum ratio were held for a prolonged time (60 min for experiment A,
30 min for experiment B) before ramping up or down again. Figure 3 shows the executed experiments.
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function of time in step change experiments. (a) Experimental profile for ten-minute steps with plateau
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min (experiment B).

2.6. Experiments Based on the PV Profile

For the PV profile experiments, the BtL and the PtL case was covered experimentally. Figure 4
shows the FTS feed input data with regard to H2 and CO flow adapted from the real PV profile.
Figure 4a represents Case 1 (experiment C) and Figure 4b Case 2; Case 1 was conducted with a larger
range of the syngas ratio (1.0–2.4) compared to the step change experiments. Case 2 was first conducted
without external temperature control (experiment D) and repeated. The linear regression model
introduced in Section 2.4 was used to calculate the necessary temperature, which is required to keep
the CO conversion throughout the experiment (experiment E). The aim was to convert 70% of CO
despite the changing residence time inside the reactor. Therefore, temperature data from experiment D
was analyzed and temperature corrections applied by hand if the conversion was below 70%.
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foil stack. Evaporation cooling is thus found to save response time in contrast to heating and cooling
without phase change. As a result, the conversion inside the catalyst bed is subject to very fast changes.

2.2. Real Photovoltaic Profiles and Discretization of the Feed

Since a realistic context of an actual PtL process is not yet fully clear, testing the capabilities of the
FTS step is straightforward to identify possible limits of future process chains. Stress on the catalyst
can be applied in many ways. In the context of dynamic FTS, quickly fluctuating feeds are a good way
to test system behavior under extreme conditions.

KIT’s Battery Technical Center (BATEC) supplied di↵erent real-time profiles for a 10 kW
photovoltaic (PV) table. This data was used to develop experimental campaigns. The PV table
consists of polycrystalline solar modules. The tilt angle was adjusted to 30� facing south, which is
considered optimal for the given location (N 49.1 E 8.4). This allowed reaching the theoretical peak
power of 10 kW.

In this work, a daily profile for a sunny spring day in 2015 is used (see Figure 1a). It was confirmed
by BATEC that this profile is a representative average for that period and location. A hydrogen flow
of 4 kWh m�3

N,H2
was calculated from the assumption of a conversion e�ciency of 75% (based on the

heating value). This is a typical value for industrial state-of-the-art PEM electrolysis as reported for
Siemens Silyzer 200 and 300 systems, for instance [41,42]. Usually, we operate the reactor in steady
state between 60 and 160 gcat h m�3 of syngas mixture (see Table 2). This equals between 5 and
17.6 LN min�1 of hydrogen. In order to achieve this, a downscaling factor of 2.5 was applied to fit the
scale of H2 production to the given reactor size and mass of catalyst. A discretization of the hydrogen
volume flow was conducted to yield a maximum 10 steps during a ramp from the highest flow level
to the lowest and vice versa. Furthermore, the time of a change between the di↵erent levels was
expanded to minimum one minute so that new syngas flows could be established in the current test
rig. A minimum flow of 7 L min�1 H2 needed to be guaranteed from experience in order to keep the
specific pilot scale reactor running autothermal by emitting su�cient reaction enthalpy. This is crucial
in order to compensate the losses to the environment and the cooling cycle. This is an experimental
limitation in the current setup as a function of the reactor size and total mass of catalyst in the system.
A scale-up factor of 60 would fortunately reduce this lower limit to less than 20% of the upper value,
which allows a wider flexibility of the reaction. An additional 3 h of operation time per day (phases of
dawn and twilight) would be feasible then without including a hydrogen storage.
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parameter range so it is not possible to plot the conversion in the high temperature range obtained in
experiment E.
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Figure 12. Required average reactor temperature by linear regression to reach a certain conversion
(grey solid line) and measured average reactor temperature (black solid line) as function of time. (a)
experiment D with aimed 60% CO conversion; (b) experiment E with aimed 70% CO conversion.

With temperature control in experiment E, methane formation was even more uniform than in
experiment D, see Figure 13. DcCH4,max was further decreased to 2.5%abs. This highlights the superior
performance of inherently temperature-flexible microstructured fixed bed reactors with regard to
minimizing product deviations in dynamic load changes.
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applied feed flow was varied with a constant H2/CO ratio of 2 and concurrent temperature manipulation.

3.4. Preliminary Analysis of E↵ects on Catalyst Stability during the Studies

Long-term stability of the catalyst is crucial for any operation with economical interest. The e↵ects
from fluctuation in gas concentration and temperature on the FTS catalyst are yet unknown for most
reactors, especially for microstructured reactors. The following analysis is preliminary as a continuous
operation under load-flexible or dynamic conditions is to be performed on longer time scale.

Di↵erent criteria can be chosen to evaluate the state of the catalyst. Easiest to test is conversion
and selectivity towards di↵erent product classes on a regular basis. This will not give sophisticated
information on the state of the catalyst surface, specifically the active sites. In order to get a glimpse of
surface e↵ects, in-situ, or better, operando measurements are necessary. In the case of FTS, this is not
a simple operation to perform. Process parameters like elevated pressure and temperature usually

ChemEngineering 2020, 4, 27 11 of 18

continued to run autothermally, and the cooling medium was never overheated. Neither did a thermal
runaway happen.
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Figure 11. Liquid phase composition regarding alkanes, alkenes and the sum of iso-alkanes and ����
alcohols as function of time for experiments C (a) and D (b), the latter with a constant syngas ratio of ����
2. ����

3.3.2. Results from Temperature Adaptation to Reach Targeted Conversion Levels ����
Experiment E also corresponds to the PtL route including a storage for CO2 and a dynamically ����

operated RWGS unit before the FTS. The reactor temperature is manipulated to aim for a CO ����
conversion of 70+% at every time. The target temperature was calculated from the linear regression ����
equation explained in Section 3.1. The required temperature setpoints as function of time were ����
derived from the plot in Figure 9b as a base case and adapted by changing the water pressure in the ����
cooling cycle per manual operation. The corresponding water pressure could be calculated with the ����
Antoine equation for liquid water [51]. This manipulation was previously explored in part 1 of this ����
study [38]. ����

In Figure 12a, the required average reactor temperature for 60% CO conversion in experiment D ����
is plotted against the measured value. Figure 12b shows the plot of required average reactor ����
temperature for 70% CO conversion and the obtained average reactor temperature by manipulation ����
of the cooling cycle pressure in experiment E. The upper plateau of the measured temperature is a ����
consequence of reaching the evaporation state in the cooling cycle. Lower temperatures exist due to ����
the effect that the reaction heat is not sufficient to reach the evaporation state and the reactor cools ����
down due to heat loss to the environment. The reactor temperature could finally reach the setpoint ����
of the water inlet temperature. ����

Figure 10. Methane concentration as function of time for experiments C (a) and D (b), the latter with a
constant syngas ratio of 2.
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Transient operation of the bench-scale FTS unit

Varying H2 conversion H2 conversion 70%

Reactor temperature was adjusted by setting the coolant 
pressure / temperature as to reach a conversion of 70% 
despite varying flow rate (interpolation of kinetic data)

Reactor temperature varies depending of flow rate
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Process integration for increased efficiency and reduced cost

R. Dittmeyer13.5.202217

Copernicus project P2X - Integrated plant for fuel synthesis from carbon dioxide from thin air

High efficiency through process integration; compact design of the synthesis unit enabled by micro process engineering; 
modular plant concept scalable over a wide range of capacity

Associated partners: 
Audi AG, AVL List GmbH, Ford Werke GmbH, Volkswagen AG, 

DB Energie GmbH, International Association for Systainable Aviation IASA e.V.
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Copernicus project P2X - Scope of Phase II (2019-2022)

R. Dittmeyer13.5.202218

Development of an optimized MW-qualified DAC unit for coupling with co-electrolysis SOEC and FT synthesis


Development and manufacturing of a 250 kWel co-SOEC system for coupling with DAC and FT synthesis 


Reactor design optimisation for FT synthesis


Modular technologies for FT product upgrading


Integration of the DAC and co-SOEC systems into the Energy Lab 2.0


Process synthesis and analysis 


Proposal for further scale-up to 1-2 MW for Phase III 

pdf download, 18 MB
Photo: M. Breig / A. Bramsiepe
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Oil (FT-HC-HT)


Contains alcohols

High alkene content (up to 1/3)

Low iso-alkane content

Wide carbon number range

Carbon number range 
still too wide

no alcohols 

no alkenes 

high i-alkane content (ca. 38 %)

Oil (FT-HC)

No more alcohols

n and iso-alkenes

iso-alkanes still low

Wide carbon number range

→ Distillation

Fischer-Tropsch product upgrading: Kerosene, Diesel, Gasoline

Copernicus project P2X - Scope of Phase II (2019-2022)
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Falls in the desired kerosene cut (maximum at C10)


ca. 40% iso alkanes; cyclo alkanes represent a 
contamination from distillation

T90 - T10 outside allowed range (17,3 < 22 °C)

Acid number too high (0,017 > 0,015 mgKOH/g)

Specification Method Value Target value (ASTM D7566) Unit
Water content ASTM D6304-16e1 27 ≤75 mg/kg

Nitrogen ASTM D4629-17 0,3 - mg/kg
Lubricity ASTM D5001-10 0,57 ≤0,85 mm

Electrical conductivity ASTM D2624-15 30 - pS/m
Microseparometer ASTM D3948-14 96 ≥85 Rating

Existent gum ASTM D 381-12 1 ≤7 mg/100ml
Thermal Stability 325 °C ASTM D 3241-18 0 ≤25 mmHg

Corrosion - Copper strip (2h at 100°C) ASTM D130-18 1b 1 Rating
Smoke Point ASTM D1322-19 25,6 ≥25 mm

Net heat of combustion ASTM D3338-09e2 44,22 ≥42,8 MJ/kg
Viscosity (-20 °C) ASTM D7042-16e3 2,88 ≤8 mm2/s

Freezing point ASTM D2386-18 -48 -40 °C
Flash point ASTM D3828-16a-B 54,5 38 °C

Sulfur content
ASTM 5453-19a
ASTM 2622-16 <1,0 15 mg/kg

Mercaptanschwefel ASTM D3227-16 <0,0003 0,003 ma%
Density (15 °C) ASTM D4052-18a 741,4 730 - 770 kg/m3

Distillation - - - -
10 % recovered ASTM D86-18 172,1 205 °C
50 % recovered ASTM D86-18 178,3 report °C
90 % recovered ASTM D86-18 189,4 report °C

Final boiling point ASTM D86-18 202,8 300 °C
T90-T10 ASTM D86-18 17,3 ≥22 °C

Distillation residue ASTM D86-18 1 ≤1,5 vol%
Distillation loss ASTM D86-18 0,6 ≤1,5 vol%

Acidity, total ASTM D3242-11 0,017 ≤0,015 mgKOH/g

→ Adjust hydrotreating: catalyst(s), process conditions
→ Optimize distillation: temperature window 

Kerosene Fraction (165-205°C)

Copernicus project P2X - Scope of Phase II (2019-2022)
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Current Status at INERATEC - 1 MW PtL Plants (Werlte, Hamburg) 

R. Dittmeyer13.5.202221

Inauguration at the EWE site in Werlte on October, 2021
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First commercial plant for hydrogen based aviation fuel

R. Dittmeyer13.5.202222

Site: Industry park Herøya, 150 km southwest of Oslo

Partners: Sunfire GmbH, Dresden, Climeworks AG, Zürich, 
Paul Würth SA, Luxemburg, Valinor AS, Stabanker

Process: DAC, Co-SOEC and FT-Synthesis; Upgrading in the 
Refinery; Utilisation of FT waste heat for Co-SOEC increases 
amount of FT-Crude per kWh of electrical energy by 30% 

Capacity: initially 10 Mio. L/a (8.000 t/a); at this stage 20-30% 
of CO2 from DAC; later extension planned to 80.000 t/a; then all 
CO2 from DAC

Electricity: Green Hydropower

Investment: upper two-digit million € range

Projected price: initially well below 2 €/L, later 1.00 - 1.20 €/L

Timeline for Beginning of construction, Commissioning, 
Extension: 2021, 2023, 2026

Source: Business Portal Norway, 09.06.2020, https://bit.ly/2ZTl3tJ; future:fuels, 14.09.2020, https://bit.ly/3mI89IP

Co-SOEC
and/or

H2 plus RWGS

Syngas

Fischer-Tropsch
Synthesis 

e-Crude

Product 
refinement

POWER-TO-L IQUID VALUE CHAIN 

Norsk e-Fuel AS 9

Complex projects ask for strong partnerships and innovative technology

Heat and off-gas recovery

50-80 %

DAC

2021

Sourcing Conversion Synthesis Refinement Use
Source: A. Kamolz, Greener Skies Ahead Regional, 24.11.2021

https://bit.ly/2ZTl3tJ
https://bit.ly/3mI89IP
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First commercial plant for hydrogen based aviation fuel

R. Dittmeyer13.5.202223

Site: Mosjøen in Northern Norway

Partners: Sunfire GmbH, Dresden, Climeworks AG, Zürich, 
Paul Wurth SA, Luxemburg, Valinor AS, Stabanker

Process: DAC, AEL/rWGS (process line 1) and Co-SOEC 
(process line 2), FT-Synthesis, Refining; Utilisation of FT 
waste heat for Co-SOEC or RWGS, respectively

Source: https://www.norsk-e-fuel.com

Capacity: 12.5 Mio. L/a 
(10.000 t/a) from process line 1 
by 2024; another 12.5 Mio. L/a 
from process line 2 by 2026; 
extension to 100 Mio. L/a 
(80.000 t/a) by 2029; start of 
construction of in 2023



Institute for Micro Process Engineering (IMVT)

First commercial plant for hydrogen based aviation fuel

R. Dittmeyer13.5.202224

Site: Industry park 
Herøya, Porsgrunn, 
150 km southwest 
of Oslo

Focus on high TRL technologies: CO2 point source 
rather than DAC, proprietary rWGS rather than co-SOEC
Started a few years earlier than norsk e-fuel as Nordic 
Blue Crude 

Source: Nordic Electrofuel (https://nordicelectrofuel.no/#whatwedo, 
access on 12.05.2022)

https://nordicelectrofuel.no/#whatwedo
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Siemens Energy leads BMWi funded project Haru Oni

R. Dittmeyer13.5.202225

https://bit.ly/2TdzYid

Official project start 
was in December 2020

�

�

׽ ׽ ׽

https://www.haruoni.com/#/en

https://bit.ly/2TdzYid
https://www.haruoni.com/#/en


Institute for Micro Process Engineering (IMVT)

Plant layout and timeline for scaling up

R. Dittmeyer13.5.202226

https://bit.ly/2TdzYid

Construction is 
underway 


Start-up of the 
pilot plant 
scheduled for 
summer 2022

https://bit.ly/2TdzYid
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Production of e-Fuels with a versatile intermediate enables high flexibility

R. Dittmeyer13.5.202227

Source: K. Dums, Greener Skies Ahead Regional, 24.11.2021

Renewable energy

Sea water

Air

Sea water
Desalination

Electrolysis Methanol (MeOH) 
synthesis Mt-Olefin 

synthesis

Mt-Kerosene

Mt-Gasoline

Blending / 
Upgrading

ePower Heat

Renewable 
products ePower

Additional product 
eLPG

eGasoline

eKerosene


….
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More announcements…

R. Dittmeyer13.5.202228

Heidenheim-Mergelstetten: 50.000 t/a in 2028

Böhlen-Lippendorf: 50.000 t/a in 2026

Frankfurt Höchst: 3.500 t/a in 2023

Concept for PtL plant for Stuttgart Airport
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Many thanks to…
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the colleagues at IMVT for extensive efforts in the different projects   

the KIC InnoEnergy for funding of the European project SYNCON

the China Scholarship Council (CSC) for a scholarship (Chenghao Sun)

the Peter and Luise Hager Foundation for funding of two doctoral projects (Tobias Jäger, Hannah Kirsch)

the Vector Foundation for funding of the DYNSYN, CO2mpactDME, and ELSA projects (Marcel Loewert, Giulia Baracchini, 
Soudeh Banivaheb, Seyedehfatemeh Hosseini) 

the Helmholtz Association and the German Ministries for Education and Research (BMBF) as well as Economics and Energy 
(BMWi) and the Ministry for Science, Research and the Arts Baden Württemberg for funding of the Energy Lab 2.0 large-scale 
research infrastructure project

the German Ministry for Economics and Energy (BMWi) for funding of the start-up INERATEC through the national eXist 
programme as well as for funding of the PowerFuel project

the German Ministry for Education and Research (BMBF) for funding of the Copernicus project P2X and the project H2Mare

the Ministry for Science, Research and the Arts Baden Württemberg for funding of the reFuels project

the Helmholtz Association for the funding of the Helmholtz Initiative Climate Adaptation and Mitigation

you for your kind attention! 
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